Abstract: This study compares three forecasting model based on seasonal and trend pattern, which are Winter’s Smoothing Method, Trigonometry Regression Method, and Arima Method. Those three methods will be tested to find which one is the best in order to forecast the total people suffering from Diarrhea in Kota Gorontalo. This research uses data from January 2010 until December 2015 from Health Service in Kota Gorontalo.
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1. Introduction

Diarrhea patient in Kota Gorontalo increase every year in rainy season and become major problem of death rate especially infant rate in this city. Consequently, optimum model to forecast the patient number are considerable importance. To find the optimum model we compares three forecasting methods which are Winter’s Smoothing Method, Trigonometry Regression Method, and Arima Method. The optimum model can be use by the stakeholders to make projections about preventive measure of diarrohea in the future.

Forecasting is an important aid in effective and efficient planning [9]. The effectivity of a desicion are based on some factors that won’t be seen in the time when the decision are taken. Therefore, whether the forecasting method is used or not, the uncertainty can not be throughly eliminated [4]. To minimize minimize the uncertainty rate the optimum forecasting methods became urgently need [1,10]

Forecasting models are used in many institute such as health institute still using classic graph forecasting model that are based of element feeling so it lead to an error forecasting and wrong decision-making. To choose the exact time series method, we need to consider the various data pattern. On the decision making the, stakeholders usually used seasonal data model and trend [9]. For that kind of model there are some methods that can be used which are smoothing method, trigonometry regression method, and ARIMA method.
The basic of smoothing method is reviewing historical data over time to predict the future behaviour. Forecasting with trigonometry time series analysis are based of trigonometric function over period of time. While ARIMA model are used for seasonal data pattern not for seasonal pattern. Those three methods will be tested to find which one is the best in order to forecast the total people suffering from Diarrhea in Kota Gorontalo.

Time series data is set of evenly spaced numerical data, from monthly or yearly. Where \( t \) to \( t+1 \) until \( t+n \) [9].

Seasonality is a periodic and recurrent pattern [4]. A simple way to decide the seasonal model data is to split the period of time to three part which are Trend (\( T_t \)), seasonal element (\( S_t \)), and error (\( \varepsilon_t \)) [3]. Then we called the distribution of \( Z_t = T_t + S_t + \varepsilon_t \) [2]

### 1.1 Forecasting Model using Smoothing Method

Smoothing methods is known as Winter Methods with three smoothing equation which are:

- **Trend Smoothing**: \( b_t = \gamma (S_t - S_{t-1}) + (1 - \gamma) b_{t-1} \)

- **Seasonal Smoothing**: \( I_t = \alpha \frac{x_t}{n-L} + (1 - \alpha)(S_{t-1} + b_{t-1}) \)

- **Overall Smoothing**: \( S_t = \gamma \frac{x_t}{n-L} + (1 - \gamma)(S_{t-1} + b_{t-1}) \)

And forecasting with smoothing method is defined as: \( F_{t+n} = (S_t + b_t m) I_{t-L+m} \)

Where \( L \) = seasonal length, \( b \) = trend component, \( I \) = Seasonal compatibility, \( F_{t+n} \) = forecasting for future m period, \( \alpha, \beta, \gamma \) = smoothing constant.

### 1.2 Forecasting Model using Trigonometric

\( S_t = \sum_{t=1}^{n} A_t \sin \left( \frac{2 \pi t}{s} \right) + \phi_t \) [7], a model of seasonal combination \( S_t \) and trend \( T_t \), is:

\( Z_t = \beta_0 + \sum_{i=1}^{k} \beta_i \frac{t^i}{i} + \sum_{i=1}^{n} A_i \sin (f_i t - \phi_i) + \varepsilon_t[3] \)

\( = f^* (t) \beta + \varepsilon_t \)

A trigonometric regression model to explain patterns and seasonal trends are:

\( Y_t = \beta_0 + \beta_1 t + \beta_2 \sin(2f\pi t) + \beta_3 \sin(2f\pi t) + \varepsilon_t, [6] \)

\( t = \text{time period (months)} \Rightarrow 1,2,3,\ldots,72 \)
1.3 Forecasting Model using ARIMA

$$\phi_p(B) \phi_P(B^S) \psi_d \psi_S Z_t = \theta_q(B^i) \theta_Q(B^S) \epsilon_t [8,9]$$

The seasonal model of ARIMA is \((p,d,q) (P,D,Q)^S\)

1.4 Measurement of the Forecast Error

- **Mean Absolute Deviation (MAD)**: 
  $$\text{MAD} = \frac{\sum_{t=1}^{n} |y_t - \hat{y}_t|}{n}$$

- **Mean Standard Error (MSE)**: 
  $$\text{MSE} = \frac{\sum(y_t - \hat{y}_t)^2}{n}$$

- **Mean Absolute Percentage Error (MPE)**: 
  $$\text{MPE} = \frac{\sum(y_t - \hat{y}_t)}{y_t}$$

2. Research Methods

This study is an applied research using secondary data to compare three smoothing methods, such as Winter’s method, Trigonometric Regression method and ARIMA method, to get which one is the best forecasting model. We used a monthly data from the City Health Office Gorontalo, which is patients who have diarrhea from January of 2010 until the month of December 2015. To see the pattern of the existing data, we then made a plot of the data, which is supported by the calculation of autocorrelation \(r_k\) that describes the relationship between the time series with itself at the slowness of time (lag) \(k\) periods and the coefficient of autocorrelation partially that used to assist in establishing fit model [11]. We used minitab, one of statistical programming, to estimate the parameter iteratively.

The flowchart 1 of the study showed in this picture below.
3. Result

3.1 Data pattern Identification

The first step in forecasting model is to understand the pattern of that data, so we plot the diarrhea data to get the identification of the data pattern. Figure 2 provides the results of Diarrhea’s time series plot:

From figure 2 we can see that the pattern data of the diarrhea patients in the city of Gorantalo showed that there are trend and seasonal. This trend indicates that there is an increasing trend in Gorontalo diarrhea patients in each month so that it can be used to predict the data with diarrhea.

3.2 Applied for Forecasting Method

3.2.1. Winter’s Method

Smoothing method can be used to forecast data series that have a seasonal pattern and the trend. This method is a multiplicative method winters with the parameter of Alpha (level) is 12:50, while Gamma (trend) is 0:10 and Delta (seasonal) is 12:15. Forecasting Model with Winter’s method using alpha (level) = 0.50, Gamma (trend) = 0.10, and Delta (seasonal) = 0.15 is:

- Exponential Smoothing:  \( S_t = 0.50(X_t/I_{t-1}) + 0.50(S_{t-1} + b_{t-1}) \)
- Trend Smoothing:  \( b_t = 0.10 (S_t - S_{t-1}) + 0.90 b_{t-1} \)
- Seasonal Smoothing:  \( I_t = 0.15 (X_t/S_t) + 0.85 I_{t-1} \)

Plot of the original data and the results of forecasting using Winter’s can be seen in figure 3.
3.2.2. Trigonometric Method

The pattern of trend and seasonal in forecasting model using trigonometric regression model expressed in the form below.

\[ Y_t = \beta_0 + \beta_1 t + \beta_2 \sin(2f\pi t) + \beta_3 \sin(2f\pi t) + \varepsilon_t \]

Therefore the forecasting model for the number of diarrhea patient in Gorontalo expressed in this form below.

\[ Y_t = 276 + 1.50t - 51.9 X_1 + 161 X_2 \]

where: \( X_1 = \sin(\pi t/12) \)

\[ X_2 = \cos(\pi t/12) \]

\[ S = 76.88 \quad R-Sq = 73.90 \quad R-\text{Sq (adj)} = 72.70 \]

3.2.3. ARIMA

The procedures of Box-Jenkins [5] to create the ARIMA model are identification, parameter estimation, diagnostic checking, and forecasting. From the result of the best ARIMA model for forecasting in the number of diarrhea patient based on the lower MSE is ARIMA \((0,1,1)(0,1,1)^{12}\). Therefore that model is a best model for forecasting the number of diarrhea patient in Gorontalo. The forecasting result expressed in this form below.

\[ Y_t = Y_{t-1} + Y_{t-12} - Y_{t-13} + e_t - 0.8173e_{t-1} - 0.8513e_{t-12} + 0.6958e_{t-13} \]

4. Discussion

Increasing the number of diarrhea patient that always happen in almost the same time made the data have a seasonal and trend pattern. The seasonal pattern describing the seasons change from dry to wet season or otherwise, so this affect the incidence of diarrhea Gorontalo.

4.1 Model Identification using Smoothing Method

Implementation winters exponential smoothing method for forecasting the number of diarrhea patients we used Alpha (level): 0.50, Gamma (trend): 0.10, Delta (musiman) : 0.15. To determine whether the Winter’s method is good method to forecast the number of diarrhea patients, we need to check whether the forecasting error already meet the IIDN assumption\((0,\sigma^2)\).

Therefore we found that the forecasting error for Winter’s method has met the assumption.

By cumulating the forecasting of the data, we found the estimation for forecasting the number of diarrhea patient in Gorontalo are MAPE : 22.70, MAD : 58.81, MSD/MSE : 5531.87. One of the problem when we used Winter’s Method is to decide the parameter. One of the problems when we used Winter’s method is how to determine the
parameter values that will minimize the MSE/MSD. Usually approaches to determine this value is by trial and error. But because such approaches will take a long time then this method is rarely used.

4.2 Model Identification using Trigonometric Method

Trigonometric regression model is in accordance with the pattern of existing data and could explain 73.9% of the variation number of diarrhea patients. This means that the provisions of this regression model in predicting the number of diarrhea patients in Gorontalo amounted to 73.9% for error 5911. Test of conformity and significance of the model parameters shows that simultaneously and partially, the model is appropriate. All parameters are significant at alpha 1%, which means that the trend and seasonal patterns are appropriate. Then we need to check the assumption for error of the model to determine whether the IIDN assumptions \((0, \sigma^2)\) has been fulfilled. Results showed that the model has an error which meets the assumptions and it’s indeed good to forecast the number of diarrhea patients Gorontalo.

4.3 Model Identification using ARIMA

Box-Jenkins steps to create the ARIMA model are identification, parameter estimation, and diagnostic checking and forecasting.

4.3.1 Identification steps

The procedures of these steps are checking the pattern of the data, ACF and PACF to know whether the data is stationer or not. Also using these procedures we would like to get the first model. If the model show the data is not stationer, then we need to perform differencing in the data. The next step is to check the pattern of ACF and PACF to get the appropriate decision relate to this stationery of the data. Using a computer program, we got the pattern of ACF and PACF.

The ACF showed that the data is not stationer in its seasonal mean. It showed that the lag 12.24 and 36 are higher and not going down exponentially. Based on this result, our first step is to perform a seasonal differencing \((D=1)\). The result of this step showed that the data is still not stationer in non seasonal mean, so the next step is to perform a differencing in non seasonal from the data that we got after the seasonal differencing. The result of the ACF and PACF pattern showed that the data has been stationary, so we can used the first model of the ARIMA. Based on the pattern, ACF were significant only in lag 12 and PACF relatively down exponentially, so we got the first model for ARIMA is ARIMA \((1,1,0)(0,1,1)^{12}\). Furthermore, we need to perform an estimation parameter to chech the first model of ARIMA and do an evaluation to choose the best model.
4.3.2 Estimation parameter and diagnostic checking steps

Estimated parameters of the first model provides an estimated parameter are all significant at $\alpha=5\%$ and the error is white noise. To check whether the parameter is significant or not, we conducted a statistical t-test, while to check whether the error is white noise or not we conducted a statistical Ljung-Box Chisquare test. The next step is to determine the best model between the two models before, that will be used for forecasting. The criteria used to measure the goodness of a model is the mean of square error (MSE). MSE is a selection tool models based on error estimation results. Error shows how much difference the estimation results with values to be estimated. This value will be used to determine which is the best model[12]. The comparison showed that ARIMA $(0,1,1)(0,1,1)^{12}$ gives the smaller MSE, which means that this model produces an average error is smaller than the ARIMA$(1,1,0)(0,1,1)^{12}$. We then used this ARIMA $(0,1,1)(0,1,1)^{12}$ model to get the forecast number of diarrhea patients in Gorontalo in the future.

5 Forecasting Steps

In this step we perform a forecasting using the best model, ARIMA $(0,1,1)(0,1,1)^{12}$, so for estimate with 95% interval we got

$$Y_t = Y_{t-1} + Y_{t-12} + e_t - 0.8173e_{t-1} + 0.8513e_{t-12} + 0.6958e_{t-4}$$

6 Choosing The Best Method

Comparison of three forecasting methods to determine which method is the best method done by comparing the error criteria of forecasting methods, such as MSD/MSE, MAD and MAPE, where the best method is a method that having smaller value for those three criteria if comparing to the other methods.

Table 1. Result of comparing value for MSD/MSE, MAD and MAPE.

<table>
<thead>
<tr>
<th>Error criteria of forecasting</th>
<th>Forecasting Method</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Winter’s</td>
<td>Trigonometric Method</td>
<td>ARIMA $(0,1,1)(0,1,1)^{12}$</td>
<td></td>
</tr>
<tr>
<td>MSD/MSE</td>
<td>5531.87</td>
<td>5582</td>
<td>4421.00</td>
<td></td>
</tr>
<tr>
<td>MAD</td>
<td>58.81</td>
<td>58.86</td>
<td>51.27</td>
<td></td>
</tr>
<tr>
<td>MAPE</td>
<td>22.70</td>
<td>23.41</td>
<td>20.88</td>
<td></td>
</tr>
</tbody>
</table>

Based on table 1, we concluded that the ARIMA $(0,1,1)(0,1,1)^{12}$ is the best method to describe and predict patterns or fluctuations in the number of diarrhea patients. These results provide a fact that the more complex methods, in this case the Box-Jenkins ARIMA have identification, estimation and forecasting steps, it tends to give better results.
The forecasting for the number of diarrhea patients for 2016 in Gorontalo can be seen in Table 2.

**Table 2.** Forecasting for the number of diarrhea patients in Gorontalo for 2016.

<table>
<thead>
<tr>
<th>No</th>
<th>Year_Month</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Winter’s</td>
</tr>
<tr>
<td>1</td>
<td>2016 January</td>
<td>436</td>
</tr>
<tr>
<td>2</td>
<td>2016 February</td>
<td>389</td>
</tr>
<tr>
<td>3</td>
<td>2016 March</td>
<td>210</td>
</tr>
<tr>
<td>4</td>
<td>2016 April</td>
<td>192</td>
</tr>
<tr>
<td>5</td>
<td>2016 May</td>
<td>217</td>
</tr>
<tr>
<td>6</td>
<td>2016 June</td>
<td>155</td>
</tr>
<tr>
<td>7</td>
<td>2016 July</td>
<td>141</td>
</tr>
<tr>
<td>8</td>
<td>2016 August</td>
<td>255</td>
</tr>
<tr>
<td>9</td>
<td>2016 September</td>
<td>407</td>
</tr>
<tr>
<td>10</td>
<td>2016 October</td>
<td>404</td>
</tr>
<tr>
<td>11</td>
<td>2016 November</td>
<td>455</td>
</tr>
<tr>
<td>12</td>
<td>2016 December</td>
<td>413</td>
</tr>
</tbody>
</table>

7. Conclusion

From those three methods used to forecast the number of diarrhea patients with diarrhea in Gorontalo, we found that the ARIMA (0,1,1)(0,1,1)^12 is the best method due to its smallest value, which is 4576 compared with the error value of other methods such as Winter's method and Trigonometric method, which are 5911 and 5121.82.
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