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Abstract

This paper is focusing on statistical measure of matching Similar Sentences using a Lexical Database (WordNet) and Fuzzy clustering framework that systematize data from one or more documents into different clusters. The conventional fuzzy clustering approach is not applicable to sentence clustering and so a WordNet and Fuzzy clustering algorithm is developed and used over the sentence of document datasets to match the related sentences. The term which donates the semantics of the sentence is examined on the sentence which can professionally find considerable matching concepts between documents. The semantic similarity of two sentences is calculated using information from a structured lexical database (WordNet). This system is applied over Quotations dataset that find the Similarity measure of matching Semantically Similar Sentences. Our proposed system out performs the baseline method and contribute 25 % higher in similarity scoring of related sentences. The clustering performance in terms of Entropy and Purity is analyzed and this system yields more Purity and less Entropy.

Our investigational outcome reveals that this method is capable of relating the semantically similar sentences. The proposed method can be used in a variety of applications that involve text knowledge representation and discovery
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1. Introduction

Information overload is a tedious problem with the rapid growth of World Wide Web. Finding similar sentences is an essential issue for many applications, such as text summarization, snippet extraction, image extraction, question-answer model, social media retrieval, document retrieval and on. For a given document collection, one can determine how to effectively and efficiently identify the top- ‘n’ semantically similar sentences to a query. Multiple sentences often may
contain duplicate information containing the same event. Use the clustering method for the task of grouping the text spans in multiple documents that refer to the same event.

Sentence clustering plays an important role in many text processing activities and can also be used within most of the text mining tasks. For a given query term, to discover some novel information from a set of documents clustering at sentence level can be done. By clustering the sentences of these documents, we would instinctively anticipate at least one of the clusters to be directly associated to the concepts described by the query terms.

Certain sentences repeat some of the information present in other sentences and may, therefore, be considered Similar. If the information content of sentence x (denoted as i(x)) is contained within sentence y, then the content of y is said to subsume that of x: and it is represented as follows.

\[
i(x) \subseteq \text{(elements of ) } i(y)
\]

A murder of a person may be

Johnny was found guilty of the murder. Document -1.

The court found Johnny guilty of the murder Document -2.

In the example above, Document (2) subsumes (1) therefore, (1) and (2) can be considered Similar. The above two sentences contain the same event.

This work depicts, how Semantically Similar sentences are matched and evaluated based on a Fuzzy sentence clustering scheme. Document Clustering is a well-established process in the Information Retrieval (IR) literature. The documents typically represent the data points in a high dimensional vector space in which each dimension corresponds to a unique keyword. This leads to a rectangular representation in which each rows represent the documents and each columns represent attributes of the documents. In sentence clustering, a sentence is likely to be related to more than one theme or topic present within a document or set of documents. In hard clustering data are grouped in an exclusive way so that a data can belong to a single cluster, whereas in fuzzy clustering each data can belong to more than one clusters with some degrees of membership. Each clustering has a prediction error on the predictions. The best clustering is the one that minimizes this prediction error. Most documents will contain interrelated topics irrespective of the specific task such as summarization, text mining and many sentences related to some degree to a number of documents. The work described
in this paper is being able to capture the fuzzy relationships which lead to an increase in the scope of problems where sentence clustering shall be applied.

2. Materials and Methods Used

2.1 Sentence Clustering

Many text processing activities uses Sentence clustering over extractive multi-document summarization to avoid the problems of context overlapping \(^1,2,3,4\). It can also be used within most of the text mining tasks. For a given query term, to discover some novel information from a set of documents, clustering at sentence level can be done. By clustering the sentences of these documents, we would instinctively anticipate at least one of the clusters to be directly associated to the concepts described by the query terms. However, other clusters might contain information pertaining to the query in some way that may be unknown to us. Chao Shen, Tao Li, and Chris H. Q. Ding represented the sentences as vectors in term space and applying the K-means clustering algorithm\(^5\). Claude Pasquier, R. Mihalcea, P. Corsini, T. Geweniger applied the standard clustering algorithms to group sentences into clusters\(^6,15,16,17\).

2.2 Vector Space Method of Similarity

The vector space model is able to adequately capture much of the semantic content of document-level text, because documents that are semantically related are likely to contain many words in common, based on cosine similarity\(^7\). The semantic similarity can be measured in terms of word co-occurrence at the document level not in sentences, since two sentences may be semantically related despite having few, if any, words in common. A number of sentence similarity measures have recently been proposed to solve this problem. Uma Devi. M and Meera Gandhi have analyzed the different approaches towards Measuring Semantic Similarity between Words for Semantic Similarity Search\(^8,20\). The Similarity Measures using Page Count used the popular Co-Occurrence measures Jaccard, Overlap (Simpson), Dice, and Point wise Mutual Information (PMI)\(^19\). The Snippet based Similarity Measures are using a lexical syntactic patterns extracted from the text Snippets which are used to compute the Semantic Similarity between words.

2.3 Similarity Based on Word Order Information

Yuhua Li and David McLean proposed the method for measuring the semantic similarity between sentences or very short texts, based on semantic and word order information\(^9\). The lexical knowledge base models are common human knowledge about words in a natural language; this knowledge is usually stable across a wide range of language...
Their semantic similarity not only captures common human knowledge, but it is also able to adapt to an application area using a corpus specific to that application. Uma Devi M and Meera Gandhi proposed a new method to find similar words by using Bag of Word (BOW) and Extended Entity Description (EDs) concept. This work is being able to find the similarity between words using Cosine Similarity and Ontology. First the Bag of Word is created for all the terms which are being extended using Ontology. This Ontology based Semantic Similarity can be used to increase the Precision and Recall rate and thus improves the performance of the search result.

2.4 Document Summarization

Dingding Wang and Tao Li proposed a new multi-document summarization framework based on sentence-level semantic analysis (SLSS) and symmetric non-negative matrix factorization (SNMF). SLSS is able to capture the semantic relationships between sentences and SNMF can divide the sentences into groups for extraction. Alexander Budanitsky and Graeme Hirst proposed a resource-based measures of lexical semantic distance, or, equivalently, semantic relatedness, for use in natural language processing applications. Lexical semantic relatedness is sometimes constructed in context and cannot always be determined purely from an a priori lexical resource such as WordNet.

Andrew Rosenberg and Julia Hirschberg proposed a new external cluster evaluation measure, V-measure, and compared it with existing clustering evaluation measures. V-measure is based upon two criteria for clustering usefulness, homogeneity and completeness, which captures a clustering solution’s success including all and only data points from a given class in a given cluster. We have also demonstrated V-measure’s usefulness in comparing clustering success across different domains by evaluating document and pitch accent clustering solutions. Uma Devi M and Meera Gandhi proposed a Query Expansion Algorithm for Semantic Information Retrieval in Sports Domain (SIRSD) to do Semantic Search to improve search over large document repositories. This algorithm reformulates user queries by using WordNet and Domain Ontology to improve the returned results. SIRSD reduces the issue of Semantic Interoperability during the user query search. The results show its effectiveness in generating a suitable number of query search with an accuracy of 87.1% compared to other competitors of generic search engines.
2.5 The Proposed System of Matching Similar Sentences

The proposed method finds the similar sentences from semantic and syntactic information contained in the sentences. The new model of matching semantically similar sentences based on Lexical database and Fuzzy clustering Framework is depicted in Figure. 1. The main components of the architecture of the system are Text processing, Wordnet based Analysis, Lexical database based document similarity and fuzzy clustering method. In this approach first the document processing is done by extracting the keywords using syntactic analysis and making a VSM for the document representing the terms along with the frequency.

A raw text document is the input to the proposed model. Each document has well-defined sentence boundaries. The text document considered here for this system consists of a sequence of words with some meaningful/useful information. The words along the sentence structure, express a specific meaning.

This proposed method vigorously forms a joint word set only using all the distinct words in the pair of sentences. For each sentence, a raw semantic vector is derived with the help of a lexical database. Using information from the lexical database, a word order vector is formed for each sentence.

Figure.1. Lexical Database Based Matching Similar Sentences.

Clustered Sentences

Each word in a sentence donates differently to the meaning of the whole sentence. The importance of a word is weighted by using information content derived from a corpus. A semantic vector is obtained for each of the two sentences by combining the raw semantic vector with information content from the corpus. Semantic similarity is calculated based on
the two semantic vectors. An order similarity is deliberated using the two order vectors. At last, the sentence similarity is obtained by combining semantic similarity and order similarity.

2.5.1 Semantic Similarity between words

The hierarchical structure of the knowledge base (i.e.) Lexical Database is important in determining the semantic distance between words. Given two words, \( w_1 \) and \( w_2 \), we need to find the semantic similarity \( S(w_1, w_2) \), this can be done by the analysis of the Lexical knowledge base (WordNet) as follows:

One direct method for similarity calculation is to find the shortest path connecting the two words and the depth of word in the hierarchy should also be taken into account. So similarity between words is a function of path length and depth as follows:

\[
\text{sim}(\text{word1}, \text{word2}) = f(\text{len}, \text{ht})
\]

(1)

where 'len' is the shortest path length between \( \text{word}_1 \) and \( \text{word}_2 \), 'ht' is the depth of the words \( \text{word}_1 \) and \( \text{word}_2 \) in the hierarchical Lexical Database. The above equation (1) can be rewritten using two independent functions as follows:

\[
\text{sim}(\text{word1}, \text{word2}) = f_1(\text{len}).f_2(\text{ht})
\]

(2)

Where \( f_1 \) and \( f_2 \) are transfer functions of path length and depth, respectively.

2.5.2 Semantic Similarity between Sentences

Sentences are made up of words, so it is easy to represent a sentence using the words in the sentence. Unlike Traditional methods that use a precompiled word list containing hundreds of thousands of words, this method dynamically frames the semantic vectors solely based on the compared sentences. Given two sentences, \( S_1 \) and \( S_2 \), a joint word set is framed as:

\[
s = s_1 \cup s_2
\]

\[
= \{ w_1, w_2, \ldots, w_m \}
\]

(3)

The joint word set \( S \) contains all the distinct words from \( S_1 \) and \( S_2 \). Since inflectional morphology may cause a word to appear in a sentence with different forms that convey a specific meaning for a specific context, we use word form as it appears in the sentence. For example, boy and boys, woman and women are considered as four distinct words and all included in the joint word set.
Since the joint word set is purely derived from the compared sentences, it is compact with no redundant information.

The joint word set, $S$, can be viewed as the semantic information for the compared sentences. Each sentence is readily represented by the use of the joint word set as follows:

Thus, the joint word set for two sentences:

a. $S_1$: Marriage is joining of the two soul woman and man that has many paints.

b. $S_2$: The woman cries before the marriage and the man afterward.

$S = \{\text{Marriage is joining of the two soul woman and man that has many paints cries before afterward}\}$

The lexical semantic vector, denoted by $\sim s$ is the vector derived from the joint word set. The dimension of the semantic vector equals the number of words in the joint word set as each entry of the semantic vector corresponds to a word in the joint word set. The value of an entry of the semantic vector is:

$$S_i = \sim S(I(w_i), I(\sim w_i)) \quad (4)$$

where $w_i$ is a word in the joint word set, $\sim w_i$ is its associated word in the sentence $I(w_i)$ and $I(\sim w_i)$ is the associated information.

The semantic similarity between two sentences is defined as the cosine coefficient between the two vectors:

$$S_{ss} = \frac{S_1 \cdot S_2}{|S_1| |S_2|} \quad (5)$$

The following four standard document clustering techniques are chosen for testing the effect of the Lexical Database based similarity on clustering: 1) FRECCA, 2) ARCA, 3) K-Means, 4) K-Medoids.

3. Results and Evaluation

Fuzzy Clustering Framework algorithms can be evaluated in many ways, but the choice of evaluation algorithms is being implemented. For example, The researchers from AI might be using mutual information, while the some researchers from the field of IR would choose F-measure. Two instinctive concept of performance (accuracy) are precision and recall. In the area of Information Retrieval, recall is the proportion of relevant documents that are retrieved out of all relevant documents available, while precision is the proportion of retrieved and relevant documents out of all retrieved documents. Because it is insignificant to get the accurate recall by retrieving all documents for any query input, the F-measure, which combines both recall and precision, is introduced. Let R be recall and P be precision, then the generalized F-measure is defined as
Where $\alpha$ is an integer. Precision and recall are typically given equal weight for $\alpha = 1$, but variations exist which weight them differently, e.g. precision twice as much as recall for $\alpha = 0.5$, or vice versa for $\alpha = 2$. While F-measure addresses the total quality of the clustering in terms of retrieval performance, it does not address the composition of the clusters themselves. The experimental result conducted on the Quotations dataset is illustrated in Table 2 and Figure 2. From this figure we can see that the result of our algorithms indicates that our proposal can obtain the higher precision than the Baseline technique. The clustering performance is shown in Table 3 and the comparisons over different clustering algorithms are shown in Figure 3.

The data sets of this algorithm are shown in Table 1. Two additional measures are cluster purity and entropy. Purity measures the percentage of the dominant class members in a given cluster (larger is better), while entropy looks at the distribution of documents from each reference class within clusters (smaller is better). These are written in equation (7) and (8).
Purity = \sum_{i} \frac{n_j}{n} \arg\max_j P(i, j) \\
Entropy = -\frac{1}{\log k} \sum_{i} \frac{n_j}{n} \sum_{j} P(i, j) \log p(i, j) 

Table-3: Clustering Performance on the Quotation datasets.

<table>
<thead>
<tr>
<th>Clustering Algorithm</th>
<th>Purity</th>
<th>Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuzzy Clustering</td>
<td>0.752</td>
<td>0.355</td>
</tr>
<tr>
<td>FRECCA</td>
<td>0.713</td>
<td>0.335</td>
</tr>
<tr>
<td>ARCA</td>
<td>0.608</td>
<td>0.403</td>
</tr>
<tr>
<td>K-Means</td>
<td>0.689</td>
<td>0.335</td>
</tr>
<tr>
<td>K-Medoids</td>
<td>0.666</td>
<td>0.337</td>
</tr>
</tbody>
</table>

Figure 2. Sentence Similarity of the Quotations Datasets.

Figure 3. Comparison of different clustering Algorithm with Fuzzy Clustering.
4. Conclusion and Future Enhancement

In this paper, we presented a new method of finding Semantically Similar Sentences using a Lexical Database based Fuzzy Clustering Algorithm. The comprehensive experimental evaluation demonstrates the efficiency of the proposed techniques with baseline technique of finding similar sentences. We conducted extensive experiments on Quotations datasets and trained two parameters (Entropy and Purity) for the efficiency evaluation. This method uses information from the centroids of the clusters to select sentences that are most likely to be relevant to the cluster topic. To understand the trade-off, we evaluated different combination of features between the baseline and our proposed method. The concepts present in natural language documents usually display some type of hierarchical structure, whereas the algorithm we have presented in this paper identifies only flat clusters. Our main objective in future is to extend these ideas to the development of a hierarchical Fuzzy relational clustering algorithm by incorporating Ontology concept to get more accurate Similar Sentences.

References


