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Abstract:
Adaption of global culture in education system has paved an imbalance in intake and pass out ratio of educational institutions. It opens up an enormous research work to try balancing this imbalance. This paper surveys on the research works focusing on students’ performance prediction, analysis to improve performance, increase student retention published since 2004 to till date.
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Introduction
In the past few decades, many educational institutions have sprung up. The intake of students to this institution is decently high. But the number of student passes out has a high degree of deviation to its intake. This is due to the increase in low performance of the student and high dropouts from institution. Educational institutes has enormous data on socio, economic, academic, skill etc. of a student, but this data is kept as a junk. It is rarely used to refer the alumni record. Educational Data Mining addresses this problem. Education Data Mining refers to techniques, tools and research designed for automatically extracting meaning from large repositories of data generated from learners activities in an educational environment.[26]. Prediction is a Data mining method used to discover the unknown value of a variable. Student data can be made used to predict the behavioural pattern of performer and non-performer. This may in turn help the tutor to take extra remedial care on the student and institution can frame policies and a measure to handle the non-performers on a timely basis highly increases the performers. In developing county like India, dropouts from educational institution are a common scene. Mostly students with high potential at the time of joining an institute may fall prey to this category. There are several factors like social, economic, emotional, academic may be the cause of the dropouts. Early detection of such factors may help the student to retain the studies.
Comprehensive Review of Literature

Educational system can be classified into two types:[32]

a. Traditional classroom environment which provides a real face-to-face contact between the students and teacher.

b. Online tutoring system which provides a virtual classroom environment with a remote student –teacher communication.[31]

The prediction and analysis of students’ performance can be applicable to online and offline environments. Various research works has been discussed in this paper since 2000 to till date.

i. Prediction of student’s performance in a Traditional Classroom environment.

ii. Early Prediction of student Drop out and Retention in a Traditional Classroom environment.

iii. Prediction of student’s performance in Online tutoring system.

Prediction of student’s performance in a Traditional Classroom environment.

Yannick Meier Xu et al [1], proposed an algorithm that predicts the final grade of each student in the course.

It issues a timely and personalized prediction result to the instructor, followed by the proper intervention of the instructor to improve individual performance of every student.

Raheela Asif et al [2], Investigated the evolution of academic performance of a student during the lifetime of the course using x-means clustering algorithm.

Parneet Kaura et al [4], studied the prediction of slow learners among the students in a high school using a predictive data mining model using classification based algorithm.

Tripti Mishra et al [9], attempted in including emotional data about a student as a key factor of predicts the student performance along with the social and academic data is concerned, using J48 and Random tree algorithm they developed a prediction model.

Pallavi Kulkarni et al [10], applied incremented learning technique in building the predicting model and compared four different classifiers: Naïve bayes, KSTAR, IBK and nearest neighbour.

Suchita Borkar et al [11], build a prediction model based on the association rule data mining technique to predict the students’ performance in final exam.

Mohammed M. Abu Tair et al [15], proposed a method to improve graduate students performance and ways to overcome the problem of low grade by using various data mining techniques. They employed association rule and naïve Bayesian to predict the grades of the students, K-means clustering to group the students, density based approach and distant based approach to perform outlier detection.
Dorina Kabakchieva [16], build a forecasting model to predict the students’ performance based on university score and number of failures using classification algorithm.

Md. Hedayetul Islam Shovon et al [17], included Internal scores obtained by the student in Quiz and assignment and attendance to predict the final grade of the students by applying decision tree and k-means clustering algorithm.

Zlatko J. Kovačić et al[19], introduced socio-demographic data collected during enrolment of a student as a key factor to predict the students success using Classification and Regression Technique (CART)

Nguyen Thai-Nghe et al [21], build a recommender system for predicting student performance. They proposed a mapping of educational data to user in recommendation system using matrix factorization method.

V. O. Oladokun et al[23], applied a multi-layer perceptron topology on student enrolment data to predict the performance of a student who is currently enrolled for a course in an university.

C. Chen et al[25], proposed a prediction method build from key formative assessment rule to predict the performance of the learner based on the compilation of learning portfolios.

J. Freyberger et al [30], employed logistic regression and robust ridge regression algorithm to predict when a student will get right answer to a question and to find the students success rate.

**Early Prediction of student Drop out and Retention in a Traditional Classroom environment.**

Erman Yukselturk et al [8], examined the prediction of students dropout from a course through various classifiers such as K-nearest neighbour, Decision tree, Naïve bayes, Neural network. Feature selection algorithm is used to find the factor which influences the student dropout.

C.Marquez-vera et al[12], predicted the high school students failure and dropout from school by white box classification method and decision tree.

Saurabh Pal[13], build a predictive model to forecast the student dropout in an engineering college using Machine learning algorithm such as ID3, C4.5 and CART.

Jaroslav Bayer et al[14], forecasted the dropouts and failures in a high school based on the social behaviour data of a student using machine learning methods.

Ying Zhang et al[22], proposed a method to retain students by early prediction of student at risk and to tailor the risk factors by using naïve Bayes algorithm.
Camilo Ernesto Lopez Guarin et al [3], proposed a model to predict the attrition in the academic performance at enrolment of a certain course using naïve bayes and decision tree classifiers based on the academic and non-academic data about the student.

**Prediction of student’s performance in online tutoring system.**

Nick.Z.Zacharis[5], developed a model to predict the students outcome in a MOODLE LMS – Supported blended learning course and found the significant correlation between the different online activities and grade of a particular course using stepwise multivariate regression.

Xing Wanli et al[6], projected a methodology which combines the perspectives from learning analytics, Educational Data Mining theory to predict students’ performance in a Computer Supported Collaborative Learning (CSCL) environment using Genetic Programming algorithm.

Suhang Jiang et al [7], proposed a predictive model to forecast the students final performance in a course conducted in a MOOC, based on the assignment performance of the students in the first week of the course along with the social interactions made by the student within MOOC using a logistic regression.

S.Kotsiantis [20], prophesied the students’ performance in distance education based on the continuous data generated in the log file using a combinational incremental ensemble technique.

C. Romero et al [24], conducted a comparative study on different data mining algorithm to predict the performance of a student as a final grade on a MOODLE Course.

W.H’am’al’ainen et al [27], carried a comparative study on various machine learning methods to predict the success rate of an online tutoring system.

E. Ayers et al [28], build a prediction methodology to determine the score of a student in the final exam based on the data obtained from the previous performance of the same student in an online tutoring system using Bayesian network.

Etchellset al [29], applied decision tree algorithm to predict the student performance and to provide lessons on time based on the prediction in an online tutoring system.

**Conclusion:** This paper is a survey of prediction and analysis of student performance; it surveys the most relevant work in this area till date. Many research works has been carried out in this area, still this area has its charm to attract so many researchers as it addresses the key issue of the quality of student performance and retention. Online tutoring system is gaining importance many unexplored peaks in the student performance and retention can be explored in the
future. The real world implementation of EDM to the educational institutions will open up a way to increase powerful young performance with high potential to develop the nation.
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