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Abstract:

The modern approach to the automation of various fields of human activity involves intellectualization of automated control systems. The most common types of intelligence systems are expert systems. As a result of increasing volumes of knowledge bases it became necessary to prepare methods that accelerate the decision-making procedure by expert systems.

The basic idea of optimization of search for solutions is to minimize the questions asked by the user, and hence increase the speed of search for solutions.

The research deals with the development of optimization methods of search for solutions in the rule-based expert systems. A method of optimizing the search for solutions in the rule-based expert systems by ordering hypotheses in descending mathematical expectation of their degree of reliability has been prepared. A method for automatic structuring of the set of hypotheses based on the study of correlation dependence between them has been developed.

A method for evaluating the effectiveness of a production expert systems based on the use of a simulation model of an expert system has been suggested. The architecture of the simulation expert system has been developed and the study algorithm of methods optimization efficiency of search for solutions of the model has been proposed. The results of the study of effectiveness of the proposed optimization methods in the dissertation have been obtained.
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1. Introduction

This paper develops and investigates the methods that are based on accounting the statistics on the results of search for solution in the rule-based expert system. As a result of search in the rule-based expert system with fuzzy logic, one calculates the degrees of reliability of the hypotheses to determine the true hypothesis. Such statistical population can be the subject of analysis for the construction of a meta-level and factorization of the search space. The paper
develops and investigates two optimization procedures of search: the factorization method of search space by considering the correlation of degrees of reliability of the hypotheses and the method of ordering in the process of proving descending mathematical expectation of their degree of reliability.

2. The Development Of Statistical Methods For Optimization Of Retrieval In Intelligence Automated Systems

Let $H = \{h_1, h_2, ..., h_n\}$ is a set of hypotheses in the production system. We denote the degree of reliability of hypothesis $h_j$ by $\mu_j$. As a result of the output system operation in the expert system a corresponding set of hypotheses of degrees of reliability $(\mu_1, \mu_2, ..., \mu_n)$ has been obtained. We assume that $N$ implementations of solutions search procedure in the expert system have been conducted. For each of the realizations, the corresponding sets of the degree of reliability of hypotheses have been obtained

$$(\mu_1, \mu_2, ..., \mu_m), \quad i = 1, 2, ..., N.$$  

The set computed in this way provides statistical estimation of the degrees of hypotheses reliability as mathematical expectation. Mathematical expectation of degree of reliability of $i$ hypothesis that meets the requirements of consistency and unbiasedness has the appearance $[1, 2, 3]$

$$m_i = \frac{1}{N} \sum_{k=1}^{N} \mu_k.$$  

The set of mathematical expectations of the degrees of hypotheses reliabilities $(m_1, m_2, ..., m_n)$ allows to order a hypotheses sequence $h_1, h_2, ..., h_n$ in the form of $h_1, h_m, ..., h_k$ so that $m_i \geq m_m \geq ... \geq m_k$. This ordering makes it possible to prove the hypotheses with maximum expectation value of the degree of reliability first.

The basic computational procedures in the expert system associated with a set of statistics are made during expert system operation. The sets of degrees of reliability of the hypotheses obtained in the process of operation $$(\mu_1, \mu_2, ..., \mu_m), \quad i = 1, 2, ..., N.$$ are accumulated and stored in computer memory. Initially, an arbitrary ordering in the form of hypotheses $h_1, h_2, ..., h_n$ is selected. Computation of mathematical expectations of the degrees of hypotheses reliability and hypotheses ordering are performed at the stage of preparing a system to operation, and the resulting sequence $h_1, h_m, ..., h_k$, where $m_i \geq m_m \geq ... \geq m_k$, are stored in computer memory.
The advantages of the method of ordering hypotheses descending the degrees of mathematical expectations of the degrees of hypotheses reliability include:

1) independence of the analysis on the form of the function of estimation of degree of reliability (these functions can be polynomial, exponential, etc.);
2) possibility of re-analysis when changing the base of knowledge;
3) dynamic ordering of hypotheses in the process of operation.

3. The Method of Automated Structurization of The Set of Hypotheses Based on the Research of Correlation Between Them

Let \( F = \{ f_1, f_2, ..., f_m \} \) is asset of terminal facts, and \( H = \{ h_1, h_2, ..., h_n \} \) - a set of hypotheses in the production system. Let \( \nu^i \) denote the degree of reliability of the fact \( f_i \), and \( \mu^j \) - the degree of reliability of hypothesis \( h_j \). Suppose that the value set \( (\nu_1, \nu_2, ..., \nu_m) \) of the degree of reliability of terminal facts comes in the input of the production system. As a result of output system operation in the expert system, a corresponding set of the degrees of hypotheses reliability \( (\mu_1, \mu_2, ..., \mu_n) \) is obtained. Now we suppose that the set \( (\nu_1, \nu_2, ..., \nu_m) \) is a specific dimensional \( m \) uniformly distributed in hypercube \([0,1]^m\) of random variable and \( N \) realizations of this variable have been performed. For each of the realizations, the proper sets of degree of reliability of hypotheses \( (\mu_{i1}, \mu_{i2}, ..., \mu_{in}) \), \( i=1,2,...,N \), have been obtained.

This statistical population enables to obtain the estimations of basic numerical characteristics of hypotheses. The mathematical expectation and the variance of the degree of reliability of \( i \) hypothesis that meets the requirements of consistency and unbiasedness have the form \([4,5]\)

\[
m_i = \frac{1}{N} \sum_{k=1}^{N} \mu_{ik} \quad D_i = \sigma_i^2 = \frac{1}{N-1} \sum_{k=1}^{N} (\mu_{ik} - m_i)^2
\]

The correlation between the hypotheses \( h_i \) and \( h_j \) is determined by the formula \([2,6]\)

\[
K_{ij} = \frac{1}{N-1} \sum_{k=1}^{N} (\mu_{ik} - m_i) (\mu_{jk} - m_j)
\]
Since we are interested mainly in the degree of correlation between the hypotheses independently of dispersions of their degree of reliability, we will consider the correlation coefficients[2,7] of the hypotheses $h_i$ and $h_j$ and

$$r_{ij} = \frac{K_{ij}}{\sigma_i \sigma_j}$$

The correlation coefficient is selected as a measure of hypotheses proximity. This proximity cannot always, of course, reflect the hypotheses semantics, but it reflects the relationship of their degrees of reliability.

The set of correlation coefficients $r_{ij}, i, j=1,2,...,n$ forms normalized correlation matrix $R = \|r_{ij}\|_{i,j=1}^n$. As is generally known [2], the correlation coefficients satisfy the condition $-1 \leq r_{ij} \leq 1$. At that, the greater the module $|r_{ij}|$ is, the stronger linear dependence between the degrees of reliability of the hypotheses $h_i$ and $h_j$. The coefficient sign $r_{ij}$ points to the presence of positive or relative correlation. Consider the matrix defined in this way induces fuzzy relation $\mathcal{R}$ to the set of hypotheses $H$, characterizing the degree of pair dependence of the hypotheses.

Statement. The relation $\mathcal{R}$ is a fuzzy relation of tolerance.

Proof. As follows from the properties of the coefficients of correlation, $|r_{ij}|=I, |r_{ji}|=|r_{ij}|$, $i, j=1,2,...,n$, than the relation $\mathcal{R}$ is reflexive and symmetric. We show that more generally, $\mathcal{R}$ is not transitive. Suffice it only to consider an example in Figure 1.

![Fig. (1). – An example of the structure of knowledge base.](image-url)
The structure of the rules in the figure is that $|r_{12}| \cdot |r_{23}| > 0$ as the hypotheses of each of the pairs $\{h_1, h_2\}$ and $\{h_2, h_3\}$ have common terminal facts (correspondingly, $f_2$ and $f_3$), which will condition the dependence of these hypotheses. On account of the similar points $|r_{13}| = 0$. At that an inequality required for transitivity [8] $|r_{13}| \geq \min\{|r_{12}|, |r_{23}|\}$ in this case, probably, is not satisfied.

Set at ask to divide the range of hypotheses $H$ in to non-overlapping classes so that each class to represent a group of closely related hypotheses. To immediately doat ask using the relation $\mathcal{R}$ will be abortive, as it creates subdividing into non-overlapping classes (since according to the statement, $\mathcal{R}$ - tolerance relation). To find subdividing into disjoint classes it is necessary $\mathcal{R}$ to be converted into equivalence relation $\hat{\mathcal{R}}$, which can be fulfilled using a transitive closure procedure [9].

A characteristic feature of fuzzy relation is that by partitioning $\alpha$-levels from $\hat{\mathcal{R}}$ one can get a family of normal relations which will be corresponded by a family of nested set partitions of $H: \{H_{\alpha}; i=0,1,\ldots, k; \alpha_0 = 0, \alpha_k = 1\}$, $H_1 \subset H_{\alpha-1} \subset \ldots \subset H_{\alpha} \subset H_0$, $\cap \supset H_1 \cap H_0$ - transitive partitions (Figure 2).

![Diagram](image)

**Fig. (2).** – An example of hypotheses set partitioning into $\alpha$ – levels.
Consider a partition \( H_n : H_1 \cup H_2 \cup \ldots \cup H_0 = H_1 \), \( H_i \cap H_j = 0 \) \( i, j = 1, 2, \ldots, n \), \( i \neq j \); \( H_s = \{ h_s, t = 1, 2, \ldots, n_s \} \), \( s = 1, 2, \ldots, p, n_1 + n_2 + \ldots + n_p = n = |H| \).

Select one of the hypotheses in each of the classes, for example, \( h_{s1} \), and by using top-down search procedure, find the degree of reliability \( \mu_{st} \) of each of them. The computed values \( \mu_{s1}, s = 1, 2, \ldots, P \) allow with in each class to calculate an expected degree of reliability of the rest of hypotheses. To use a line regression ion equation is sufficient for that. These equations for class \( H_s, s = 1, 2, \ldots, P \) have the form of

\[
\begin{align*}
\mu_s &= m_s + \frac{\sigma_{s1}}{\sigma_{s1}} r(h_{s1}, h_{s1})(\mu_{s1} - m_{s1}), t = 2, 3, \ldots, n_s, \\
\text{where } r(h_{s1}, h_{s1}) &= \text{correlation coefficient between the hypotheses } h_{st} \neq h_{s1}. \text{ The greater } |r(h_{st}, h_{s1})| \text{ is, the more exact the value of the degree of reliability } \mu_s. \text{ predicted by the formula will be. Computed in this way degrees of reliability enable to order all the hypotheses in knowledge data descending their preliminary degrees of reliability [15]. It is obvious that this ordering determine at the same time an optimal sequence of the hypotheses being proved in the expert system. In other words, one should first prove the hypothesis with maximum suggested degree of reliability, as most probably it is true, then the hypothesis following it and so on.}
\end{align*}
\]

The process of true hypothesis search can be stopped at anytime, remembering that the hypothesis that is more likely to be true is one that has long since been already proven (that has the greatest degree of reliability), or on reaching the hypothesis of the degree of reliability which exceeds a predetermined threshold value. It must be emphasized that since the procedure of finding the degree of reliability of the hypothesis takes immeasurably more time in case of output in knowledge base than the calculated by regression formulas, then the found ordering of hypotheses can dramatically break the expert system work short. As is generally known, slow system operation and a large number of questions asked are disadvantages of the rule-based expert systems [16]. Basic computational procedures in the expert system associated with a set of statistics, and estimation of point characteristics of hypotheses and construction of normalized correlation matrix, are performed at preparation stage for operation of the system, and then stored in computer memory for the study during its operating. It should be noted that the uniform distribution of the degrees of reliability of the terminal facts at the set of the hypotheses statistics may not correspond to the real distribution.
More or less definite answer to this question can only be received only in the course of operation of the expert system. In this connection it is rational in the process of the expert system operation to carry on statistics of distribution of the degrees of reliability of terminal facts so as to do further adequate research of correlation dependence of hypotheses [17].

In conclusion, it should be noted that the method mentioned above is based on allowing for only the linear dependence of hypotheses. If this relation is more complex, than the corresponding direct regressions are linear approximations of the true regression lines. In this connection, there occurs the task of fixing numerical characteristics that allow to find out the existence of dependence of a higher order than the linear one on the basis of statistical sampling and restore the degree of reliability of hypotheses by means of regression curves [10].

The advantages of the method of investigation of correlation dependence of hypotheses include:

1) independence of analysis on the form of function of estimating the degree of reliability (these functions can be polynomial, exponential, etc.);

2) possibility of re-analysis when changing the volume of knowledge base;

3) presence of several different partitions, which ensures a certain freedom in selection of abstraction level according to hypotheses of the classes. Revelation of the classes of interrelated hypotheses that are likely to be unknown for the experts and be the subject of research in the area of expertise.

4. Experimental Study of The Methods For Optimization Of Solution Search

The studies were conducted with the following three methods of selecting hypotheses to prove:

- Linear search method is in successive selecting the hypotheses to prove. This approach is realized in the majority of the production expert systems;

- Method for ordering a list of hypotheses to select on the basis of reducing the mathematical expectation of their degree of reliability. This approach has been developed and suggested in this work;

- Method of automatic structuring the set of hypotheses on the basis of the analysis of the coefficients of degrees of reliability of hypotheses and dynamic prediction of reliability of the unproved hypotheses through reliability of the proven ones. This method developed in the work is the most effective among the proposed to study.

The effectiveness of the technology such as the application of met a rules is not investigated in this work, since this method uses the expertise knowledge to build the meta-level, depends on a particular subject area, specific expert system and is not a universal method for optimization of search for solutions [12].
All three methods are investigated on the same knowledge bases for a comparative analysis of the developed methods. Estimate of effectiveness has been performed with the above mentioned parameters such as the number of hypotheses, the number of levels, the maximum number of terms in a rule. In addition, an integral performance indicator has been defined. The functions such as minimum, maximum and mean as the most common in existing systems have been equally probable set up as the membership functions for processing fuzzy knowledge. All the property values are determined by the real results of the experiments.

5. The Study Of Dependence Of Effectiveness Of Methods For Optimization Of Search For Solutions On The Number Of Hypotheses In Knowledge Base

Figure 3 shows the results of studies of efficacy of the methods for search optimization depending on the number of hypotheses in the knowledge base. The parameter of the number of levels is constant and equal to 4. The measurement result is a relative number of the proven hypotheses (the ratio of number of proven hypotheses to the total number of hypotheses in the knowledge base).

<table>
<thead>
<tr>
<th>Number of hypotheses</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
<th>500</th>
<th>600</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequential selection</td>
<td>24.30</td>
<td>7.68</td>
<td>12.45</td>
<td>5.64</td>
<td>2.54</td>
<td>4.34</td>
</tr>
<tr>
<td>Mathexpectationordering</td>
<td>14.30</td>
<td>3.34</td>
<td>8.75</td>
<td>1.52</td>
<td>0.8</td>
<td>0.95</td>
</tr>
<tr>
<td>Clusterization of hypotheses</td>
<td>11.27</td>
<td>3.70</td>
<td>2.78</td>
<td>0.40</td>
<td>0.42</td>
<td>0.27</td>
</tr>
</tbody>
</table>

![Graph showing the study of dependence of effectiveness of methods for optimization of search for solutions on the number of hypotheses in knowledge base.](image)
The number of hypotheses

Fig. (3). – The table of experimental data and the diagram of dependence of the relative number of proven hypotheses on the total number of hypotheses in the knowledge base.

6. The Study Of Dependence Of Effetivenes Of Methods For Optization For Maximum Number Of Conditions In The Rules Of Knowledge Base

The following (Figure 4) results of the experiments characterize the efficacy of the methods for optimization of retrieval depending on the number of levels in knowledge base.

<table>
<thead>
<tr>
<th>Кол-во условий</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Послед перебор</td>
<td>4,73</td>
<td>6,71</td>
<td>8,5</td>
<td>9,4</td>
</tr>
<tr>
<td>Упор. по матожиданиям</td>
<td>4,03</td>
<td>4,91</td>
<td>6,7</td>
<td>7,09</td>
</tr>
<tr>
<td>Исп. класеризация гипотез</td>
<td>2,70</td>
<td>3,41</td>
<td>3,02</td>
<td>3,72</td>
</tr>
</tbody>
</table>

The number of hypotheses

<table>
<thead>
<tr>
<th></th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequential selection</td>
<td>4,73</td>
<td>6,71</td>
<td>8,5</td>
</tr>
<tr>
<td>Mathexpectationordering</td>
<td>4,03</td>
<td>4,91</td>
<td>6,7</td>
</tr>
<tr>
<td>Clusterization of hypotheses</td>
<td>2,70</td>
<td>3,41</td>
<td>3,02</td>
</tr>
</tbody>
</table>

Fig. (4). – The table of experimental data and the diagram of dependence of the relative number of proven hypotheses on number of conditions in knowledge base

The results indicate that the method of automatic factorization of search space for finding solutions requires the method of sequential selection to be more efficient by 63% than the method of ordering expectation by 38%, respectively.
As the results of the studies described in the previous chapter have shown, the most effective optimization method of search for solution is the method of automatic structuring of the set of hypotheses based on the correlation dependence between them. The field of application of the method can be expert systems design with large databases in terms of knowledge. However, judging by the results of the experiments, in expert systems with bases of knowledge having minor number of hypotheses, the suggested method of ordering hypotheses to reduce the mathematical expectation of their degrees of reliability can be applied in this paper [13]. Such substitute in the systems with small knowledge bases may be more preferable due to the fact that the math expectation ordering method requires much less computational resources than the one discussed above. The field of application is expert systems with small volumes of knowledge base, the advising systems.

A widely used method of sequential selection is appropriate to be applied in the systems with a limitation of computational resources such as hard drives that allow to quickly accumulate statistics. The range of application is small expert systems for home computers [14].

The suggested methods are evolutionary according the criteria of analysis of history of rule-based expert system operation and present state of the process of search for solutions.

The stages of evolutionary [11] development of the prepared optimization techniques to find solutions may be presented in the table in Figure 5.

<table>
<thead>
<tr>
<th>The method of optimization of search for solution</th>
<th>Analysis of prehistory of expert systems operation</th>
<th>Analysis of the current search</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequential selection</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ordering hypotheses of descending mathematical expectation of the degree of reliability</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Automatic structuring of the set of hypotheses based on the study of correlation dependence between them</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

**Evolutionary stages of development of search optimization methods in the rule-based expert systems.**
8. Summary

As a result of experimental research of optimization methods, it can be concluded that the methods proposed in the paper are really more effective than the existing ones and enable to use them in the rule-based expert systems with arbitrary semantics of knowledge base.

These results indicate that the automatic factorization method of search space for finding of solutions requires the method to be more efficient by 63% than the method of sequential selection and the method of ordering expectation - by 38%, respectively.

9. Conclusion

The proposed methods of optimization of solutions search process in intelligence automated systems are versatile in comparison with the existing ones as they do not focus on a specific subject area. The scope of application of these methods are production expert systems with crisp and fuzzy logic. The method of ordering the hypothesis on descending expectations of the degrees of reliability can be effective in expert systems with a small volume of knowledge data base, since it is very easy to be realized and does not require complex computational procedures in the search for solutions. This approach is convenient to use in modifying the shell of the existing expert system.

The method of automatic structuring of the set of hypotheses is based on the study of correlation dependence between them. This approach is effective when dealing with knowledge bases of a significant volume (in widely used expert systems). Factorization of the set of hypotheses is done on the basis of a correlation dependence between the degrees of reliability of the hypotheses. Using the transitive closure operation for the construction of equivalence relations on a set of hypotheses leads, of course, to some of the correlation coefficients, but it is insignificant approximation compared to the method efficiency.

Both of the proposed methods of optimization automatically adapt not only to a specific knowledge base, but also a specific class of tasks. That is, the method of ordering or the classes of equivalence with the same knowledge base will be different if the expert system is mainly used for various tasks. This distinguishes the proposed method from the available optimization methods of search for solutions currently used in expert systems.
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