MRI BRAIN IMAGE SEGMENTATION USING MODIFIED FCM AND CLASSIFICATION BASED ON BPNN, AND SVM
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Abstract

Brain tissue segmentation in MRI images is widely useful in the clinical applications and research field. Modified FCM (Fuzzy C- Means) is used to segment the tumours in the MRI brain images, since FCM takes lot of time for computation. After removing the noise, the image is segmented using MFCM. The segmented images are then classified using three different methods BPNN (Back Propagation Neural Network), SVM (Support Vector Machine). Features are extracted from all the methods. And finally the results are compared to find the accuracy of these three methods.
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I. Introduction

There are number of medical imaging techniques like X-ray, CT (Computed Tomography), MRI (Magnetic Resonance imaging), and PET (Positron Emission Tomography). Magnetic resonance imaging (MRI) has advantages over other diagnostic imaging modalities such as high spatial resolution and inherent 3D nature, so it has gained wide range of clinical applications. Image segmentation is used to fragment each pixel into a number of non-overlapping and constituent regions into one group which are alike. Almost all research on tumour in brain is done using MRI images only. Therefore, in clinical diagnosis and pathology analysis MR image segmentation plays a vital role.

Some of the existing segmentation techniques are I) Histogram based Segmentation II) Clustering based Segmentation III) Region growing based segmentation IV) Active Contour based Segmentation V) Watershed based segmentation and VI) Morphology based segmentation. Among all the above methodologies, clustering based segmentation gives better results. Clustering techniques are unsupervised methods which groups the most similar
data. The potential of clustering algorithms is to reveal the underlying structures in data which can be utilized for a wide variety of applications, like classification, image processing, face recognition, and abnormality identification. However, the clustering algorithm has its own drawbacks. Clustering based segmentation will take a very long time for execution. To overcome the above drawback, Modified Fuzzy C-Means has been proposed in this paper. Segmentation of imaging data involves partitioning the image pixels into different cluster regions with similar intensity image values. There are several Modified FCM clustering applications in the MRI segmentation. The Modified Fuzzy C-means (FCM) is the fuzzified version of the k-means algorithm. It is a method of clustering which allows a piece of data that can own two or more clusters. This clustering algorithm will have number of iterations. The proposed algorithm involves the following steps: Pre-Processing the MRI image followed by Segmentation and Classification. Proposed segmentation methodology is discussed in section II. Results and discussion is explained in Section III and conclusion is given in section IV.

**II. Proposed Work**

The proposed methodology involves the following steps

1) Pre-Processing
2) Anisotropic Diffusion
3) Clustering
4) Classifier

**Pre-Processing**

Pre-processing is used to remove the noise. Noise is nothing but the unwanted signals present in the image. It also enhances the quality of the image. This makes the segmentation more successful. The aim of pre-processing is to improve the image content that suppresses the unwanted signal distortions.

**Anisotropic Diffusion**

In this paper, anisotropic diffusion is used for processing the image before segmenting it. This is used to remove the two important noises namely, salt and pepper and Gaussian noise. Anisotropic diffusion was introduced by Persona and Malik in 1987. This noise removal method contains Partial Differential Equation (PDE) in its algorithm. The resultant image is a combination of the original image and the filtered image. Salt and pepper noise is also known as spike noise. The images will have dark pixels in bright region and bright pixels in dark regions. This caused due to some error occurred during the conversion of analog to digital. Gaussian noise is due to high temperature.
Clustering
Clustering groups objects that has high degree of similarity. It reduces the large number of input into less number of clusters. In image analysis, it groups the pixel based on some characteristics like intensity of the image. Two types of clustering are: i) Hard clustering and ii) Soft clustering. Hard clustering groups the data element into only one cluster. Example: K-means. Soft clustering groups the data in more than one cluster with different membership value. Example: Fuzzy C- Means.

Modified Fuzzy C-Means
MFCM is one of the soft clustering techniques. It is similar to the hard k-means. That is the data will belong to more than one cluster. FCM is good segmenting tool. But it is a time consuming process.

Classifier
Classification is one of the important steps in image segmentation. It is used to identify and depict the features of the image. With this we can identify the categories of the image. The aim of classifier is to categorize all the pixels in the image into number of classes. There are two main methods in classification. They are supervised and unsupervised classification or parametric and non-parametric method. The supervised classifier needs to be trained. After training, the images given are compared with the trained images, and the result will be produced indicating the quality of the image.

Support Vector Machine
SVM was proposed by Vladimir Vapnik. It is one of the best classifier techniques. It is an unsupervised technique. It can be used for classification and degeneracy. SVM is used to find the hyper plane, that separates the two different classes. The idea of SVM is to maximize the distance between the hyper plane and the closest sample point. That is good separation can be achieved, when the hyper plane has longest distance.

A diagrammatic representation of SVM is given below.

![Figure 1: Support Vector Machine.](image-url)
Back Propagation Neural Network (BPNN)

BPNN is a type of supervised learning technique which requires training. It can be trained in the following way. An input pattern is given to the input layer. The input layer then gives the activations to the hidden layer, which is next to the input layer. The output of the hidden layer is given to the next layer which is the output layer. This output layer processes the inputs given to it using bias and threshold function. The output pattern is compared with the input pattern and the error is calculated. In order to reduce the error, the error function between the hidden layer and the output layer is calculated and weight is updated between the input and the hidden layer. This process is repeated for number of cycles to reduce the error. This number of cycles is known as an Epochs. This is done till the BP network has learned the process. Thus it helps in identifying whether the image is normal or tumour affected.

The flow chart of the proposed segmentation methodology is shown below.

![Flowchart of the proposed methodology.](image)

III. Results and Discussion

The above algorithm is implemented in MRI brain database to detect the presence of tumour. It helps us to locate the tumour affected area in the input image. Initially noise is removed using anisotropic diffusion. Then it is segmented using MFCM. The segmented image undergoes classification using SVM and BPNN. Finally the classifier gives the output whether the image is normal or abnormal (Tumour affected). The images for this paper are collected from Indian Scan centre.
The image is initially filtered using anisotropic diffusion is shown in the image b. Then it is segmented using Modified Fuzzy C-Means. The image ‘c’ shows the tumour affected area. The BPNN training is done using neural network toolbox. The performance of BPNN is identified by mapping the graph between Mean Squared Error (MSE) and Epochs.

<table>
<thead>
<tr>
<th>Peak Signal to Noise Ratio</th>
<th>30.10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Squared Error</td>
<td>63.4181</td>
</tr>
</tbody>
</table>

![BPNN Training](image)

Performance analysis of the proposed methodology

BPNN is trained using this training tool. From the graph it is evident that the error is almost zero. The error value in the graph is $10^{-6}$. The output of SVM and BPNN shows whether the given image is normal or tumour affected.
f) Output of BPNN for a Tumour Cell
g) Output of SVM for a Tumour Cell

This is the output of the SVM and BPNN which indicates the input data is affected by tumour.

IV. Conclusion

In this paper, Modified Fuzzy C-Means Clustering based segmentation is done for MRI brain images to detect the presence of the tumour. The image is also classified using Back Propagation Neural Network (BPNN) and Support Vector Machine (SVM) classified the image and identifies whether the image is normal or tumour affected. This work can be extended by extracting the features and comparing the performance of the above algorithm with different classifiers.
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